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Vibronic absorption spectra of molecular aggregates consisting of up to N ) 9 monomer units are calculated
employing methods of time-dependent quantum mechanics. Taking one vibrational degree of freedom for
each monomer into account and treating one-exciton excited electronic states leads to a problem with N
vibrations and N electronically coupled states. The demanding quantum propagation is carried out within the
multiconfiguration time-depended Hartree method (MCTDH). Spectral features of and population transfer in
the aggregates are analyzed as a function of the aggregate size and the strength of the electronic coupling.
With a model for oligomers of perylene bisimides, it is shown how measured temperature-dependent absorption
spectra correlate with the aggregate size. Furthermore, the exciton localization and dynamics in these aggregates
are investigated.

1. Introduction

UV-vis spectra of smaller molecular aggregates usually
exhibit an electronic band structure withsin many casessa
superimposed vibrational fine-structure. As a consequence, a
theoretical characterization of the absorption (and likewise
emission) properties of such systems needs the inclusion of
vibrational degrees of freedom in the respective Hamiltonians.
This was realized very early,1 but it took some time until the
advances in computer technology allowed for numerical calcula-
tions of absorption spectra. A first numerical study was presented
by Fulton and Gouterman2 on a molecular dimer. Since then,
many theoretical studies of dimer systems including vibrations
have been performed; see, e.g., refs 3-12.Employing the same
vibronic models, numerically exact studies on trimers and larger
aggregates13-15 were performed. However, these approaches
using basis set or grid methods are limited due to restricted
computer power. It would, however, be highly desirable to be
able to systematically increase the number of aggregated
monomers and to monitor the changes in the respective spectra.
Although this is possible employing approximate schemes like
the Coherent Exciton Scattering approximation by Briggs and
Herzenberg16,11,17 or the Two Particle Approximation,18-20 it is
worthwhile to tackle such problems with schemes to solve the
Schrödinger equation numerically exact without employing
further approximations.

Regard, as an example, our recent experiments on the
aggregation of perylene bisimide dyes.21,22 In this earlier work
we have investigated the formation of extended aggregates in
solution and the organization in liquid-crystalline mesophases
that exhibit excimer-type emission properties and pronounced
charge-carrier mobility along the columnar π -stack. Systematic
changes of UV-vis spectra upon changes of concentration and

also temperature suggested a one-dimensional aggregation
process leading to columnar π-stacks.21,22 For general reviews
on perylene bisimides (PBI), see refs 23-25. In performing an
analysis of our temperature-dependent spectra,22 we were able
to deduce the distributions of aggregates present at specific
temperatures. This analysis rested on a classical aggregation
model, and in the present work we attempt to give further
evidence of the distributions in calculating the UV-vis spectra
of different oligomers employing methods of time-dependent
quantum mechanics. As mentioned above, therefore, an efficient
propagation method is mandatory. Fortunately, with the mul-
ticonfiguration time-dependent Hartree (MCTDH) method,26-30

a technique is now available to treat systems with a larger
number of degrees of freedom. We employ this method for the
calculation of the spectra and are thus able to compare the results
to experiment.

As a second aspect, the quantum dynamics in the oligomers
is investigated. This is connected to the question of electronic
energy transfer (or exciton transfer) in molecular aggregates31

which was addressed already in the early work of Franck and
Teller32 or Merrifield.33 Recently, the aspect of the influence of
vibronic coupling on the energy transfer was discussed exten-
sively by Roden et al.34 Here, we concentrate on the general
features of the dynamics depending on the electronic coupling
strength and aggregates size and also on the role of the exciton
localization in the PBI-aggregates. The paper is organized as
follows: in section 2 we summarize the theoretical methods
employed for the calculation of the spectra and outline the
aggregate model. The results are presented in section 3 which
include the comparison to experiment. A summary is then given
in section 4.

2. Theory and Model

2.1. Absorption Spectra. We calculate absorption spectra
for electronic transitions employing wave packet propagation
techniques.35-38 Within a time-dependent approach, the spectrum
is given as
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with the photon energy Eph and the time-correlation function:

Here µb is the transition dipole operator and εb is the electric
field polarization vector. The initial state (vibrational state in
the electronic ground state) of energy Ei is denoted as ψi, and
He is the Hamiltonian of the excited state. Additionally, the
Fourier transform in eq 1 contains a window function w(t) which
damps the correlation function at longer time giving rise to a
spectral broadening.39 In our numerical calculations we employ
a Gaussian form for w(t) having a width (full width at half-
maximum) of ∆t which then results in an energy resolution of
∆Eres ) 8 ln(2)p/∆t.

2.2. Model Hamiltonian. In our treatment, a monomer (M)
is described within a model consisting of the ground (|g〉), and
an excited electronic state (|e〉) so that the Hamiltonian reads

where x is a (scaled) vibrational coordinate. The vibrational
Hamiltonians are

Thus, we use two harmonic oscillators with equal frequency ω
which are shifted in energy (∆E) and in their equilibrium
distance (xe).

The Hamiltonian for an oligomer consisting of N monomers
is constructed from the monomer model as follows. Because
of the weak (van der Waals) interaction between the monomers
in their electronic ground state, the respective Hamiltonian is
approximated as separable

where xn denotes the internal coordinate of monomer (n) and
we used the abbreviation

The excited electronic states are described within the one-exciton
approximation neglecting exchange effects.40 This means that
one considers N degenerate configurations which correspond
to the excitation of a single monomer within the aggregate. The
respective electronic states are

These states are coupled by electronic coupling elements J.
Regarding only next neighbor interactions, the excited state
Hamiltonian takes the form

where we have set all coupling elements equal. Furthermore,
these elements will be treated as coordinate independent, i.e., J
enters as a single coupling-strength parameter. The vibrational
Hamiltonians are of the form

We note that an identical energy shift ∆E for all oligomers is
used, whereas, in general, these shifts are size-dependent.
Disorder effects are not included here.41,19,42,20,43 The role of
charge-transfer states in PBI aggregates is not fully understood.
In our recent quantum chemical study of perylene bisimide
dimers44 it was shown that the inclusion of the neutral states
can fully account for the absorption and emission properties of
the dimers; see also the discussion in ref 45. Therefore we
restrict our model to the neutral manifold of electronic states.
The excited state Hamiltonian describes a system with N internal
degrees of freedom and N coupled electronic states. The operator
He,n can be regarded as belonging to a diabatic state because it
is coupled to other states via a potential coupling matrix element.

The absorption spectra strongly depend on the orientation of
the transition dipole moments µbn of the single monomers (n)
which build the aggregate. These vectors are assumed to lie in
a plane and the angles γ between dipole moments of neighboring
monomers are taken as equal. The dipole vector of monomer
(n) is

Choosing the field polarization vector as εb) (1/21/2)(1, 1, 0)
and evaluating the scalar product

yields the correlation function

with the angular dependent functions

The average of these functions over all orientations yields the
correlation function

σi(Eph) ∼ ∫ dt ei(Ei+Eph)t/pci(t)w(t) (1)

ci(t) ) 〈εf µfψi|e
-iHet/p|εf µfψi〉 (2)

HM(x) ) |g〉Hg(x)〈g| + |e〉He(x)〈e| (3)

Hg(x) ) -1
2

d2

dx2
+ 1

2
ω2x2 (4)

He(x) ) -1
2

d2

dx2
+ 1

2
ω2(x - xe)

2 + ∆E (5)

Hg
N(xb) ) Hg

N(x1, x2, ..., xN) ) ∑
n)1

N

|g〉Hg(xn)〈g| (6)

|g〉 ) |g(1), g(2), ..., g(N)〉 (7)

|n〉 ) |g(1), ..., g(n - 1), e(n), g(n + 1), ..., g(N)〉 (8)

He
N(xb) ) ∑

n)1

N

|n〉He,n(xb)〈n| + ∑
n)1

N-1

|n〉J〈n + 1| + ∑
n)1

N-1

|n + 1〉J〈n|

(9)

He,n(xb) ) He(xn) + ∑
(m*n))1

N

Hg(xm) (10)

µfn ) µn(cos[� + (n - 1)γ] sin[Θ], sin[� + (n - 1)γ]
sin[Θ], cos[Θ]) (11)

εf µf ) ∑
n)1

N

εf µfn (12)

ci(�, Θ, γ, t) ) 1
2 ∑

n)1

N

∑
m)1

N

〈µnψi|e
-iHe
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Note that the excited state Hamiltonian He
N is a matrix of

dimension N × N and that the vibrational wave function consists
of N components. The state vector |µmψi〉 appearing in the scalar
product in eq 13 is

so that its mth component contains the product of the monomer
(m) transition dipole moment (|µbm| ) µ) and the initial function
ψi, whereas all other components are equal to zero.

In the numerical calculation, we employ parameters which
were determined from our studies of the optical properties of
perylene bisimide aggregates.12 The values for the oscillator
frequency and the energy shift are ω ) 0.175 eV and ∆E )
2.35 eV. The equilibrium distance in the excited state is xe )
2.57 eV-1/2, and the transition dipole moments are chosen within
the Condon approximation as a constant. The values of the
vibrational shift xe and the frequency ω correspond to a
Huang-Rhys factor of 0.76, which is the important (dimension-
less) parameter that determines the intensity of the vibrational
transitions. The different choices for the coupling J and the
orientation angle γ will be specified below.

2.3. MCTDH. The calculation of the correlation function
(and thus the absorption spectrum) requires the propagation of
wave packets in the coupled excited electronic states. For larger
oligomers, this is a computational challenge. Direct grid methods
cannot handle the numerical effort, and therefore we employ
the Heidelberg package46 of the multiconfiguration time-
dependent Hartree (MCTDH) method.26-30

The MCTDH method achieves its efficiency through a very
compact form of the wave function. The MCTDH ansatz for
the wave function reads

where x1, ..., xf are the nuclear coordinates, the Aj1...jf denote the
MCTDH expansion coefficients, and the �jκ

(κ) are the nκ

expansion functions for each degree of freedom κ, known as
single-particle functions (SPFs). There are f (nuclear) degrees
of freedom. Electronic states are treated in the so-called multiset
formulation, i.e., the wave function is written as a vector, the
components of which refer to the electronic states. Each
component wave function is of MCTDH form, eq 17. Remember
that for the present investigation the number of electronic states
as well as the number of degrees of freedom, f, equals the
number of monomers, N. The total wave function then is

The single-particle functions are given only numerically, the
MCTDH algorithm provides equations of motion for them. To
represent them, an underlying primitive basis, usually a DVR
(discrete variable representation47) grid, is used. In an actual

calculation one has to ensure the convergence of the SPFs with
respect to the primitive basis and the convergence of the total
wave function with respect to the SPFs. The number of SPFs
needed for convergence, nκ, is usually much smaller than the
number of grid points. This is what makes MCTDH efficient.
In our numerical calculation a grid ranging from -15.3 eV-1/2

to 15.3 eV-1/2 with 40 grid points in each coordinate is
employed, and a choice of four SPFs in each vibrational degree
of freedom proved to be sufficient to achieve convergence.

3. Results

3.1. Absorption Spectra. Let us first discuss features of the
vibronic absorption spectra of the oligomers. Therefore, we
regard cases with three different coupling strengths J. They are
referred to as weak (J ) 0.0175 eV), intermediate (J ) 0.175
eV), and strong (J ) 0.525 eV) couplings, respectively. This
classification is taken in comparing the vibrational monomer
spacing (ω ) 0.175 eV) with the value of the electronic
coupling. We note that this division is consistent to the one
given by Simpson and Peterson.48 The Simpson-Peterson
parameter is the ratio between the exciton bandwidth (2J) and
the monomer bandwidth which amounts to 2ω, in our case. This
can be seen in the upper left panel of Figure 1, which shows
the monomer spectrum. Weak/strong coupling means that J/ω
assumes values essentially smaller/larger than 1. In Figure 1,
spectra calculated for these couplings and different aggregate
sizes are depicted, as indicated. The energy resolution is taken
as ∆Eres ) 0.0024 eV, and the orientation angle is fixed to γ )
60°. The monomer spectrum exhibits a vibrational progression
with a most intense first peak ((0-0)). This feature remains
with increasing aggregate size. We note, that there are cases
where the ratio of the first and second vibrational band ((0-0)/
(0-1) transitions) is inverted, as has been carefully analyzed
by Spano49 and has been applied for the interpretation of
measured polymer spectra.50,51 In our case this does not happen
because the Huang-Rhys factor has a value of S ) 0.76,
whereas it should assume a value of about S ) 1 to show the
inversion. Furthermore, the ratio of the coupling strength and
the vibrational frequency is 1/10 in our (weak coupling) case
which is also unfavorable to observe the mentioned changes in
the peak intensity; see the discussion in ref 49.

ci(γ, t) ) (1
3) ∑

n)1

N

∑
m)1

N

〈µnψi|e
-iHe

Nt/p|µmψi〉 cos[(n - m)γ]

(15)

|µmψi〉 ) (0, ... 0, µψi, 0, ... 0) (16)

Ψ(x1, ..., xf, t) ) ∑
j1)1

n1

... ∑
jf)1

nf

Aj1...jf
(t) ∏

κ)1

f

�jκ

(κ)(xκ, t)

(17)

(ψ1(x1, ..., xN, t), ψ2(x1, ..., xN, t), ..., ψN(x1, ..., xN, t))T

(18)

Figure 1. Vibronic absorption spectra of aggregates with different sizes
N, as indicated. The left, middle, and right panels contain curves for
electronic coupling elements of J ) 0.0175 eV (weak), J ) 0.175 eV
(intermediate), and J ) 0.525 eV (strong) coupling, respectively.
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Regarding the case of small coupling first, the dimer spectrum
resembles very much the monomer spectrum. There, a vibra-
tional progression is present with three lines characterizing
transitions with non-negligible Franck-Condon factors. In the
dimer, however, one finds a fine-structure in the vibrational
bands. For example, the one appearing at the smallest energy
splits into two lines. For the larger aggregates (N ) 4, 8) one
observes a splitting of the low energy band into four and eight
lines, respectively. An analysis of the other bands at higher
energies leads to an even more complex level structure.

To understand the principle of the splitting, it is sufficient to
discuss the dimer case in a restricted space of states. Therefore
we regard monomer configurations with wave functions

with energies E0 (for ψ0, ψ̃0) and E1 (for ψ1, ψ̃1). Here, for
example, ψ0 corresponds to the situation where monomer (1)
is in its vibrational ground state in the electronic excited state
and monomer (2) is in the vibrational ground state in the
electronic ground state, etc. This leads to the (restricted) dimer
Hamiltonian

The off-diagonal elements are a product of the electronic
coupling parameter J and Franck-Condon factors

If we neglect the couplings between states of different vibra-
tional energy, i.e., set J01 ) J10 ) 0, diagonalization of the
Hamiltonian eq 23 yields the eigenvalues λ0

( ) E0 ( J00 and
λ1

( ) E1 ( J11. Thus, each monomer vibrational level is split
into two as was discussed above.

The picture just mentioned breaks down if the vibrational
level spacing becomes comparable to the electronic coupling
which is the case of intermediate coupling. The spectra then
exhibit a complicated vibrational structure with a high density
of states and there is no simple way to identify the origin of
the energy levels.

Despite the complex spectral features encountered for inter-
mediate couplings, the spectra appear more regular in the case
ω , J, so that for the dimer, two electronic bands appear which
are well separated and exhibit a vibrational fine-structure. It is,
however, not possible to develop a simple approximate picture
for the spectral features as in the case of weak coupling. The N
) 4 aggregate shows four vibronic bands. Increasing the
aggregate size to N ) 8 results in a spectrum with overlapping
vibronic bands so that, again, a very complex line structure is
encountered. It has to be noted that, under conditions where

aggregates build in solution, it is unlikely that finer details of a
vibrational structure are seen in a measured absorption spectrum.
We discuss features of such low resolution spectra in connection
with experiments on perylene bisimide dyes in section 3.3.

3.2. Population Dynamics. The different (diabatic) electronic
states in our model correspond to configurations where one
monomer in the aggregate carries the electronic excitation
energy. If the energy is localized in monomer (j) with config-
uration (M1 - M2 - ... - Mj-1 - Mj* - Mj+1 - ... - MN), it
is transferred within the aggregate which is commonly called
an exciton transfer.40,52 We now discuss the quantum dynamics
of such a transfer for the three coupling cases and aggregates
sizes treated in section 3.1. As a measure we take the population
dynamics which goes in hand with the energy transfer.53 In more
detail, we regard the case that at time t ) 0, only the first
monomer in the aggregate is excited, i.e., the initial state for
the excited state time-propagation is

Then, the population which measures the excitation of monomer
N is calculated as

This function reflects the time and the efficiency of the energy
transfer from one to the other end of the aggregate. Below, the
time it takes for PN(t) to assume its first maximum is called the
transfer time ttr.

Figure 2 shows the population dynamics for the various cases,
as indicated. Note the different time scales in the three examples.
In the weak coupling case, and for the dimer, one finds an
oscillating curve where it takes about 110 fs for the energy
transfer. This time correlates with the vibrational sublevel
splitting. For example, taking the first two lines of the dimer
spectrum resulting from the excited state ground vibrational level
splitting one calculates a time of 220 fs for the vibrational period
which matches the result of the numerical calculation. A closer
inspection of the curve shows that there is a faster oscillation

ψ0(x1, x2) ) �0
e(x1)�0

g(x2) (19)

ψ1(x1, x2) ) �1
e(x1)�0

g(x2) (20)

ψ̃0(x1, x2) ) �0
g(x1)�0

e(x2) (21)

ψ̃1(x1, x2) ) �0
g(x1)�1

e(x2) (22)

He ) (E0 0 J00 J01

0 E1 J10 J11

J00 J10 E0 0
J01 J11 0 E1

) (23)

Jnm ) J〈ψn|ψ̃m〉 (24)

Figure 2. Population dynamics corresponding to the couplings and
aggregate sizes as regarded in Figure 1. Shown are the populations
PN(t) corresponding to the excited state where the last monomer N is
excited. Because initially only the configuration with monomer n ) 1
is populated, the curves exhibit the population dynamics from one to
the other end of the aggregate.

(ψ1(0), ψ2(0), ..., ψN(0)) ) (µ1ψi, 0, 0, ..., 0) (25)

PN(t) ) 〈ψN(t)|ψN(t)〉 (26)
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with smaller amplitude which occurs with about 20 fs. This
oscillation period can be connected to the separation of the
neighboring vibrational bands.

As expected, with increasing aggregate size, it takes longer
for the population transfer. This is consistent with the smaller
energy splitting in the vibrational bands. We find transfer times
of of ttr ) 187 fs (N ) 4) and t ) 340 fs (N ) 8) for the first
maximum to occur in PN(t). Because of the increasing level
complexity with increasing aggregate size, the population curves
become more and more complicated andsat least on the time-
scale shownsno clear periodicities can be detected. Also, the
efficiency of the transfer diminishes for the larger aggregates.
For example, in the N ) 8 case, only 50% of the population
reaches the end of the aggregate during the first period.

If the coupling is increased (intermediate coupling), it takes
less time for the population/energy transfer. We find transfer
times of 5.5, 9.5, and 17.25 fs for the dimer, tetramer, and
octamer, respectively. For the dimer, a clear structure in the
time-dependent population curve is found. It consists of a
beating pattern which can be traced back to the sum and
difference frequencies of the vibrational and electronic frequen-
cies. They belong to values of Tvib ) 23.4 fs and TJ ) 11.7 fs,
giving rise to periods of T+ ) 15.6 fs (sum) and T- ) 46.8 fs
(difference). With increasing number of bound monomers this
simple decomposition is no longer possible. Also, in the N ) 8
case, only about 12% of the population is transferred to the
end of the aggregate chain, in the average. This value suggests
a (time-independent) equal average population of all excited
state configurations.

As we found in the case of the absorption spectra, the strong
coupling case is easier to interpret than the one for intermediate
coupling. The dimer function shows as strictly periodic behavior
with a period given by pπ/J ) 4 fs, so that the transfer time is
2 fs. Increasing the aggregate size leads to curves which exhibit
longer transfer times of ttr ) 3.5 and 6.5 fs for the case of N )
4, 8, respectively. Because of dispersion, the transfer time is
increased while the efficiency (at ttr) diminishes by a factor of
1.3 comparing the dimer and octamer.

To summarize the trends that can be taken from Figure 2,
the exciton transfer in the dimer is efficient, is independent of
the coupling strength, and can be maintained for a long time
(in our model which excludes dissipation effects). For larger
oligomers, the transfer efficiency decreases and is smallest for
an intermediate coupling.

3.3. Comparison to Experiment. In section 3.1 we discussed
features of calculated vibrationally resolved absorption spectra
for several coupling strengths and aggregate sizes. In what
follows, we demonstrate that such model studies can prove to
be important for the interpretation of experiments performed
under different conditions.

Recently, we have characterized absorption properties of
aggregates of perylene bisimides (PBI). The structure of the
monomer is depicted in Figure 3. In Figure 4, we show
absorption spectra of aggregates of PBI taken at different
temperatures. The temperature-dependent UV-vis spectra of

the PBI in methylcyclohexane (MCH) have been published
previously.22 They were measured on a Perkin-Elmer Lambda
40P spectrophotometer equipped with a Peltier System as
temperature controller and spectroscopic grade solvents were
used. A 2 × 10 -3 M solution of the PBI in MCH was employed
with a 0.1 mm quartz glass cell, for further details consult ref
22.

The spectrum at 90 °C exhibits two main bands of different
intensities at energies of E1 ) 2.41 eV and E2 ) 2.57 eV,
respectively. In going from higher (T ) 90 °C) to lower
temperature (T ) 20 °C) the band maxima shift to smaller
energies (E1 ) 2.31 eV, E2 ) 2.52 eV). However, the most
significant change is the value for the relative band intensity.
The latter changes monotonically as a function of temperature.
Whereas at the lowest temperature a value of σ(E2)/σ(E1) ∼ 2
is obtained, two bands of almost equal intensities are found at
T ) 90 °C.

It is reasonable to assume that at low temperature larger
aggregates exist while, upon heating, they dissociate and only
smaller oligomers remain. In our former work,22 we determined
the average aggregation number by UV-vis spectroscopy for
different temperatures employing the isodesmic model that
assumes equal binding constants for subsequent binding events
of a growing π-stack.54 This led to average aggregation numbers
of N ) 2 (T ) 90 °C), N ) 2 (T ) 80 °C), N ) 3 (T ) 70 °C),
N ) 4 (T ) 60 °C), N ) 5 (T ) 50 °C), N ) 6 (T ) 40 °C),
N ) 8 (T ) 60 °C), and N ) 13 (T ) 20 °C), respectively.
These results were in very good agreement with our earlier
investigations with DOSY-NMR and vapor pressure osmom-
etry.21

In what follows, we show that the extracted average aggrega-
tion numbers are also in very good agreement with the quantum
mechanically calculated spectra for aggregates. The latter are
depicted, for oligomers consisting up to nine units, in Figure 5.
In calculation of the spectra, the orientation angle was set to γ
) 28°, and we adopted the coupling to a value of J ) 0.065
eV.44 Clearly, the trend that with decreasing aggregate size the
band ratio approaches a value of 1 is reproduced. Here we note,
that the spectral changes cannot be explained within a model
of coupled electronic states with no vibrations included. The
actual dynamics is rather complicated because we here are in
the intermediate coupling limit which does not allow for a
decoupling of the electronic and vibrational degrees of free-

Figure 3. Structure of recently investigated PBI dye.

Figure 4. Measured absorption spectra of a 2 × 10 -3 M solution of
the PBI dye in methylcyclohexane. The spectra were taken at different
temperatures (in ° C), as indicated.
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dom.55 Then, the intensity changes cannot be explained as in
the weak coupling case49 because the two appearing maxima
do not correspond to vibrational transitions in the single
molecule limit. Rather, they can be identified with vibrational
broadened electronic transitions as can clearly be seen in the
circular dichroism spectra of PBI.22,56

3.4. Population Dynamics in PBI Aggregates. It is interest-
ing to address the matter of exciton or population dynamics in
the (modeled) perylene bisimide aggregates. To do so, we regard
a particular configuration where all transition dipole moments
are arranged symmetrically in the (x, y)-plane (with an equal
angle of γ ) 28° between neighboring monomer moments).
The coordinate origin is fixed in the middle of the linear
aggregate, so that one finds angles γn of the transition dipole
moment of monomer (n) with values γn ) [ -((N - 1)/2) + (n
- 1)]γ. For example, in the dimer (N ) 2) the moments have
angles of -γ/2 and γ/2, and, e.g., for the trimer one finds γ1 )
-γ, γ2 ) 0, γ3 ) γ. It can be shown that a calculation for this
symmetric configuration yields (besides a factor of 2/3) to the
same expression for the correlation function (eq 15) and thus
spectra as obtained from the angular average described in section
2.2.

In what follows, we discuss the population dynamics that
starts from the initial distribution which would be prepared by
a white light pulse (δ-function pulse in time)

These populations correspond to the one prepared in the
excited state configuration where monomer (n) is excited. It is
important to note that here the angle γn enters into the initial
population. In Figures 6, 7, and 8, we show the dynamics for
the aggregates with N ) 5, 6, and 7, respectively. The
populations are normalized such that ∑nPn(t) ) 1. The figures
contain the populations Pn(t) and also a curve which is obtained
by an average over a time window of 50 fs. The latter exhibit
the overall dynamics much clearer.

Starting with the N ) 5 case, the initial distribution is such
that the first two configurations (n ) 1, 2) are almost not
populated, whereas the ones with n ) 4, 5 carry the main
excitation. This changes as a function of time: the group of
curves P1(t), P2(t) oscillate out of phase with the P4(t), P5(t)
populations whereas the configuration where the central mono-
mer is excited remains nearly constant. This finding suggest
the picture that the excitonic excitation is localized over two or
three monomer units and periodically oscillates back and forth.
Of course, this is a simplified picture which ignores the
vibrational wave packet dynamics in the five internal degrees
of freedom.

An exciton localization on three units is encountered in the
hexamer (Figure 6). There, one finds an out-of phase motion

Figure 5. Calculated absorption spectra (normalized) for different
aggregate sizes (N), as indicated.

Pn(t ) 0) ) 〈 εfµfnψi| ε
fµfnψi〉

) 1
2[cos(γn) + sin(γn)]2 〈µnψi|µnψi〉

(27)

Figure 6. Population dynamics in a modeled PBI aggregate for a size
of N ) 5 units. Shown are the populations Pn(t) corresponding to the
configuration where monomer n is excited. The initial populations are
determined by the respective transition dipole-geometry. The thick solid
lines represent an average taken over a time window of 50 fs.

Figure 7. Same as Figure 6, but for an aggregate consisting of N )
6 monomers.
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of the populations Pn(t) with n ) 1, 2, 3 and n ) 4, 5, 6. The
internal vibronic dynamics is even more complicated and besides
the overall time variation, a more complex time behavior is
encountered. In the case N ) 7 (Figure 8) one could extract an
exciton localization over three to four units because the curves
with n ) 1, 2, 3 and n ) 5, 6, 7 oscillate out of phase and the
middle monomer population shows only a smooth variation.
The situation is more complicated if compared to the former
ones of smaller oligomers. This is due to the initial condition
at t ) 0 which critically determines the population dynamics.
If the orientation angle γ takes a value of 30°, then the initial
population distribution is periodic with a periodicity of six units
so that P7(t) ) P1(t). In our case (γ ) 28°) this is only nearly
fulfilled but, nevertheless, the initial populations at the ends of
the aggregate are comparable. This illustrates that the exciton
localization after δ-pulse excitation is mainly determined by
the fixed geometry assumed in our calculation.

4. Summary

We theoretically investigate the absorption spectroscopy and
vibronic dynamics in molecular aggregates. Oligomers consist-
ing of up to N ) 9 monomers are considered, where each
monomer carries a vibrational degree of freedom. The time-
dependent quantum calculation involves wave packet propaga-
tions in N vibrational degrees of freedom with components in
N coupled electronic states. These propagations were carried
out with the efficient MCTDH method.

Absorption spectra are calculated for different coupling
strengths. For weak electronic coupling, the monomer spectrum
splits into several vibrational bands and, with increasing
aggregates size, the sublevel splitting increases. On the other
hand, for a strong coupling, different electronic bands are visible
which carry a vibrational structure. These bands merge with an
increasing number of monomers in the aggregate. Finally, the
case of intermediate coupling forbids (as always) a clear
interpretation of the band/level structure.

We study the population/exciton dynamics after a localized
excitation. In this way it is possible to monitor the transfer from
one to the other end of the aggregate which is characterized by

a specific transfer time ttr. The calculations confirm the expecta-
tions that this time increases nonlinearly with the aggregated
size, whereas the transfer efficiency decreases. It is seen, that
the latter is smallest in the case of intermediate coupling.

Experiments have been performed on aggregates of perylene
bisimides which are produced at different temperatures. Mea-
sured UV-vis spectra exhibit changes as a function of tem-
perature. In comparing the experimental and theoretical spectra
it is possible to obtain insight into the distribution of aggregate
sizes at a given temperature. The here deducted average
aggregate sizes are in perfect agreement with our former analysis
based on the isodesmic aggregation model.22

Assuming a fixed geometry where the next neighbor transition
dipole moments are oriented at the same angle, we showed that
for oligomers up to N ) 7, the initial population of the different
excited state configurations results in an exciton localization
over three to four units. This distribution, which is maintained
as a function of time (for the isolated system) is determined
exclusively by the transition-dipole geometry. It is worthwhile
to include a coupling to a surrounding into the theoretical
description. This is also possible within the MCTDH method
and will be taken up in future work.
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